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Your Advisor and You

you are not a mere B \ou should not be
executant &) S ON your own

= g .

e pe independent and take initiative, but
e know when to ask for advice.

Meet your advisor often. !
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Meeting your Advisor

How it should not go:

- "It does not work"
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Meeting your Advisor

How it should go:
- "Last time we decided to..."
- "Here 1s what | did..."

- "It does not work."

‘what | did to understand the problem®,

or better

- "Here is what | propose to solve the problem” /

‘what | did to solve the problem’
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Work Hard

'l was a normal person who studied hard.”
Richard Feyman (Nobel laureate in Physics).
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ook for Related Work...

Smart people have probably worked on
related problems, or a similar solution.

Focus on the main conferences and
journals of the field.
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...and Keep Track of It

arXiv:1506.06825v1 [cs.CV] 22 Jun 2015
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Abstract

Deep networks have recently enjoyed enormous success
when applied to recognition and classification problems in
computervision [20, 29], but their use in graphics problems
has been limited ([21, 7] are notable recent exceptions). In
this work, we present a novel deep architecture that per-
Jforms new view synthesis directly from pixels, trained from
a large number of posed image sets. In contrast 1o  tradi-
tional approaches which consist of multiple complex stages
S processing, each of which require careful tuning and can
Jail in unexpected ways, our system is trained end-to-end.
mn‘ngm
10 the network which then directly produces the pixels of the
unseen view. The benefits of our approach include general-
ity (we only require posed image sets and can easily apply
our method to different domains), and high quality results
on traditionally difficult scenes. We believe this is due In.lhe
end-to-end nature of our system which is able to plausibly
generate pixels according to color, depth, and texture AL
learnt automatically from the training data. To verify our
method we show that it can convincingly reproduce ktwyn
test views from nearby imagery. Additionally we show im-
ages rendered from novel viewpoints. To our knowledge,
our work is the first to apply deep learning to the problem
of new view synthesis from sets of real-world, natural im-
agery.

1. Introduction

Estimating 3D shape from multiple posed images is a
fundamental task in computer vision and graphics, both as
an aid to image understanding and as a way to genmjale 3D
representations of scenes that can be rendered and edned.. In
this work, we aim to solve the related pml?lem of new view
synthesis, a form of image-based rendering (IBR) where
the goal is 1o synthesize a new view of a scene by warp-
ing and combining images from nearby posed images. This
can be used for applications such as cinematography, vir-
wal reality, teleconferencing 4], image stabilization [19],
or 3-dimensionalizing monocular film footage.

Selefim
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Google Inc.

Figure 1: The top image was synthesized from several input
panoramas. A portion of two of the inputs is shown on the

bottom row. ;
More results at: http://youtu.be/cizgVZ8r KA

New view synthesis is an extremely challenging, under-
constrained problem. An exact solution would require !‘ull
3D knowledge of all visible geometry in the unseen view
which is in general not available due to occluders. Addition-
ally, visible surfaces may have ambiguous geometry duc to
a luck of texture, Therefore, good approaches 10 IBR typi-
cally require the use of strong priors to fill in pixels where
the geomeltry is uncertain, or when the target color is un-
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What is the Best Multi-Stage Archi

e for Object R ition?

Kevin Jarrett, Koray Kavukcuoglu, Marc’ Aurelio Ranzato and Yann LeCun
The Courant Institute of Mathematical Sciences
New York University, 715 Broadway, New York, NY 10003, USA

Abstract

In many recent object recognition systems, feature ex-
traction stages are generally composed of a filter bank, a
non-linear transformation, and some sort of feature pooling
layer: Most systems use only one stage of feature extrac-
tion in which the filters are hard-wired, or two stages where
the filters in one or both stages are learned in supervised
or unsupervised mode. This paper addresses three ques-
tions: 1. How does the non-linearities that follow the filter
banks influence the recognition accuracy? 2. does learn-
ing the filter banks in an unsupervised or supervised man-
ner improve the performance over random filters or hard-
wired filters? 3. IS there any advantage to using an ar-
chitecture with two stages of feature extraction, rather than
one? We show that using non-linearities that include recti-
fication and local contrast normalization s the single most
important ingredient for good accuracy on object recogni-
tion benchmarks. We show that two stages of feature ex-
traction yield better accuracy than one. Most surprisingly,
we show that a two-stage system with random filters can
yield almost 63% recognition rate on Caltech-101, provided
that the proper non-linearities and pooling layers are used.
Finally, we show that with supervised refinement, the sys-
tem achieves state-of-the-art performance on NORB dataset
(5.6%) and Tnsupervised pre-training followed by super-
vised refinenient produces good accuracy on Catech—0+
(o (T A T e e e e

torted, unprocessed MNIST dataset (0.53%)-

1. Introduction

Over the last few years, considerable efforts have been
devoted to designing appropriate feature descriptors for ob-
ject recognition. Many recent proposals use dense features
extracted on regularly-spaced patches over the input image.
The vast majority of these systems use a feature extrac-
tion process composed of a filter bank (generally based on
oriented edge detectors), a non-linear operation (quantiza-
tion, wi ke-all, ificati ization, and/or
point-wise saturation), and a pooling operation that com-

koray@cs.nyu.edu

bines nearby values in real space or feature space through
a max, average, or histogramming operator. For example,
the SIFT operator applies oriented edge filters to a small
patch and determines the dominant orientation through a
winner-take-all operation. Finally, the resulting sparse vec-
tors are added (pooled) over a larger patch to form local ori-
entation hi Several it i usea
single stage of such features followed by a supervised clas-
sifier. Particular embodiments of the single-stage systems
use SIFT features (19, 13], HoG [6], Geometric Biur 5], S

and models inspired hyhe architecture of the mammalian
mention a few. Other models
s of such f '
followed by a supervised classT is includes convolu-
tional networks globally trained in purdly +
with gradient descent [10], convolutional networks trained
in supervised mode with an auxiliary task (3], or trained
in purely unsupervised mode [25, 11, 18]. Multi-stage sys-
tems also include HMAX-type models [28, 22] in which the (

first layer is hardwired with Gabor filters, and the second
layer is trained in unsupervised mode by storing randomly-
picked output configurations from the first stage into filters
of the second stage. All of these models essentially differ
by whether they have one or two (or more) feature extrac-
tion stages, by the type of non-linearity used after the filter
banks, the method used to pick the filters (hard-wired, un-
supervised, supervised), and the top-level classifier (linear
or more sophisticated).

‘This paper addresses three questions: 1. How do the non-
linearities that follow the filter banks influence the recogni-
tion accuracy? 2. Does learning the filter banks in an un-
supervised or supervised manner improve the performance
over hard-wired filters or even random filters? 3. Is there
any advantage to using an architecture with two successive
stages of feature extraction, rather than with a single stage?
To address these questions, we experimented with various
combinations of architectures (with 1 or 2 stages of fea-
ture extraction), non-linearities, filter types, filter learning
methods (random, unsupervised and supervised). We use
a recently-proposed unsupervised feature learning method
called Predictive Sparse Decomposition (PSD), based on
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will become handy when you have

to write the introduction of your

paper and contrast your own work

with previous work

T Tnir

Estimating 3D shape from multiple posed n_magus“.‘s a
fundamental task in computer vision and graphics, bot 331;
an aid to image understanding and as a way to gme?: 2
representations of scenes that can be rendered and edil s
{his work, we aim to solve the related problem of new :‘:ew
synthesis, a form of image-based rendering (IBR) where
the goal is to synthesize a new view of a scene by w_:hqi);
ing and combining images rom nearby posed images. This
can be used for applications such as cinematography, vir
wal reality, teleconferencing [], image stabilization [19],
or 3-dimensionalizing monocular film footage.

More results at: http://youtu.be/cizgVZBrIKA !

New view synthesis is an extremely challenging, under-
constrained problem. An exact soluliur{ would require !‘ull
3D knowledge of all visible geometry in the unseen view
which is in general not available du:.lo occluders. Addition-
ally, visible surfaces may have ambiguous geometry duc to
a luck of texture, Therefore, good approaches 10 IBR typi-
cally require the use of strong priors to fill in pixels where
the geomeltry is uncertain, or when the target color is un-

rrveTre 7 T O
(> 65%), and thé Towest known_error rate on the undis-
torted, unprocessed MNIST dataset (0.53%)-

1. Introduction

Over the last few years, considerable efforts have been
devoted to designing appropriate feature descriptors for ob-
ject recognition. Many recent proposals use dense features
extracted on regularly-spaced patches over the input image.
The vast majority of these systems use a feature extrac-
tion process composed of a filter bank (generally based on
oriented edge detectors), a non-linear operation (quantiza-
tion, winner-take-all, ificati i and/or

TTVTSE, SUpCTVISeay
or more sophisticated).

‘This paper addresses three questions: 1. How do the non-
linearities that follow the filter banks influence the recogni-
tion accuracy? 2. Does learning the filter banks in an un-
supervised or supervised manner improve the performance
over hard-wired filters or even random filters? 3. Is there
any advantage to using an architecture with two successive
stages of feature extraction, rather than with a single stage?
To address these questions, we experimented with various
combinations of architectures (with 1 or 2 stages of fea-
ture extraction), non-linearities, filter types, filter learning
methods (random, unsupervised and supervised). We use

point-wise saturation), and a pooling operation that com-

a recently-propos pe feature learning method
called Predictive Sparse Decomposition (PSD), based on




he Main Goal of your PhD

1. To develop good research;

2. Communicate about it so that other people

can profit from it

Quality is more important than quantity
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Important in practice
(if the method is

(fthe method propose a solution
more difficult,
improved method stronger impact
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Take Some Time to Read about Science

For example:
e [ichard Feynman:

e The Evolution of Physics by Albert Einstein and Leopold
Infeld,

e The Selfish Gene by Richard Dawkins.
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"What is the Scientific Method? [..]

| very much doubt whether a methodology based on the
intellectual practices of physicists and biologists would be
of great use to sociologists" (Peter Medawar, Nobel laureate
in medicine)

General principles for the scientific method:;
Specialized technigues.

Not a fixed sequence of steps;
still a highly variable and creative process.
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Science tries to understand nature

‘Science is a systematic enterprise that builds and
organizes knowledge in the form of testable explanations

and predictions about the universe.”

FIELDS ARRANGED By PORITY
S»
MORE PURE
SOCIOLOGY IS PSYCHOLOGY IS RBIOLOGY IS WHICH IS JusT OH, HEY, T DIDNT
JUST APPUED  JUsT APPLIED TJUST APPLED  APPLIED PHYS(CS, SEE YOU GUYS ALL
PSYCHOLOGY BIOLOGY CHEM!STRY IT'S NICE TO THE WAY OVER THERE.
BE ON TOR L
Socno«.oensrs Psvcmoensvs BIOLOGfSTS CHEHISTS PHYSlC'STS MATHEMATICIANS
RN XKCD - based on Auguste Comte
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Applied Science

Civil engineering

Electrical
engineering
Mechanical
engineering
i | . Computer
sngnoerng Chemical Science
J 9 engineering
SOCIOLOGY IS PSYCHOLOGY IS BIOLOGY 15 WHICH IS JusT OH, HEY, T DIDNT
JUSTAPRUED  JUST APPLED  JUST APPLED  APPLIED PHYS(CS. SEE YOU GUYS ALL
PSYCHOLOGY BIOLOGY cwewsmy IT’S NICE TO THE WAY OVER THERE.

BE ON TOF

SOUOLOGISTS Psvcuomsnsm B'OLOG'STS CHEHISTS Puysnc:srs MATHEMATICIANS
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Applied Science

Civil engineering

Electrical
engineering
Mechanical
engineering
| | | Computer
Lite science  Chemical Scie%ce

engineerin

enginegring

SOCICEOGY IS PSYCHOLOGWIS BIOLOGY | WHICH 1S JUsT OH, H IDN'T
JUST APPUED  JUsT APPLIED TUST APPLUED  APPLIED PHYSICS, SEE YOU GUYS ALL
PSYCHOIDGY BIOLOGY caemnsmr IT'S NICE TO THE WAY OVER THERE.
BE ON TOR k
soao:.oe'srs PSYCHOLOGISTS B'O‘—OG'ST“S CHE"'SR" PHYS'OSfS MATHEMATICIANS
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Scientific Method

1. Observation and Formulation of a question:

e cvaluating evidence from previous experiments,

e personal scientific observations or assertions, and

e the work of other scientists

— |iterature review: do not reinvent the wheel|

— determining a good question can be very difficult and

affects the final outcome of the investigation
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DNA
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-xample
1. Question: What is the structure of DNA?




"Hard Science" Research Method

1. Observation and Formulation of a question

2. Hypothesis: conjecture that may explain the observed
behavior
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*BORDEAUX




universite
“*BORDEAUX

-xample
Question: What is the structure of DNA?

Hypothesis: Francis Crick and James D.
Watson hypothesized that DNA had a
helical structure.




"Hard Science" Research Method

1. Observation and Formulation of a question

2. Hypothesis: conjecture that may explain the observed
behavior

3. Prediction: to predict the outcomes of the hypothesis

e cven more convincing if the answer to the prediction is
not already known (avoid "hindsight bias")

e |deally, the prediction should distinguish the hypothesis
from likely alternatives: it two hypotheses make the same

prediction, observing the prediction to be correct is not
evidence for either one over the other (Bayes' TheM
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DNA Example

Question: What is the structure of DNA?

Hypothesis: Francis Crick and James D.
Watson hypothesized that DNA had a

helical structure.

Prediction: If DNA had a helical structure,
its X-ray diffraction pattern would be X-
shaped (derived from the mathematics of
the helix transform).
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"Hard Science" Research Method

1. Observation and Formulation of a question

2. Hypothesis: conjecture that may explain the observed
behavior

3. Prediction: to predict the outcomes of the hypothesis

4. Testing: to test the predictions experimentally
e do the observations of the real world agree with the
predictions?

e [fthey agree, confidence in the hypothesis increases;
otherwise, it decreases. Agreement does not assure that

the hypothesis is true; future experiments may reveal
unive@feRIemS. A
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DNA Example

Question: What is the structure of DNA?

Hypothesis: Francis Crick and James D.
Watson hypothesized that DNA had a

helical structure.

Prediction: If DNA had a helical structure,
its X-ray diffraction pattern would be X-
shaped (derived from the mathematics of
the helix transform).

Experiment: Rosalind Franklin crystallized
pure DNA and performed X-ray diffraction
to produce Photo 51. The results showe
an X-shape.




Precession of Mercury

Hypothesis: Einstein's theory of General Relativity

Prediction: Mercury's orbit using relativistic calculations

Testing: Calculations matched observation much more

closely than did Newtonian theory.
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Logical
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—allacles

—GLASBERG

Logic: another thing that
penguins aren’t very good at.




Syllogisms

General form:
« Major premise
« Minor premise
« (Conclusion

The premises and conclusion of a syllogism can be any of four types:
« All *are * (All humans are mortal);

 No *are * (No humans are perfect);

« Some * are * (Some humans are healthy);

« Some * are not * (Some humans are not clever).

Four possible figures for a syllogism:

* Major premise: middle term-predicate, minor premise: subject-middle term;
« Major premise: predicate-middle term, minor premise: subject-middle term;
« Major premise: middle term-predicate, minor premise: middle term-subject;
« Major premise: predicate-middle term, minor premise: middle term-subject.
Conclusion has always the form: subject-predicate
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Syllogisms

General form:
Major premise
Minor premise
Conclusion

* Four types for the premises and conclusion of a syllogism.
« Four possible figures for a syllogism.
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Syllogisms

General form:
Major premise
Minor premise
Conclusion

« Four types for the premises and conclusion of a syllogism.
« Four possible figures for a syllogism.

4x4x4x4 =256 possible forms.
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Syllogisms

General form:
Major premise
Minor premise
Conclusion

« Four types for the premises and conclusion of a syllogism.
« Four possible figures for a syllogism.

4x4x4x4 =256 possible forms.

Only 24 are correct.
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Hasty Generalization

Making assumptions about a whole group or range

of cases based on a bad sampling.

Example: stereotypes.
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Hasty Generalization

To not confound with inductive reasoning:

Premise. Every horse that has ever been observed

has had a heart.

Conclusion. Every horse has a heart

universite
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False Dilemma

Mentioning fewer alternative that actually exist (often only
two):

A or else B; not A, therefore B.
Logical form is valid, but:
maybe A or else B is not true;
maybe A and B are not mutually exclusive
Example: If there is any flaw at all in the theories of

evolution, then creation science is the only other possible
truth.
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False Dilemma:
straw-man argument

A or else B:; not A, therefore B.

not A supported by attacking the opponent’'s weakest
evidence or even or a straw-man representation of the

opponent's reasons.

Example: How come there are still monkeys?
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ad hominem Argument

Attacks the opponent rather than debating the
ISSue.

That's an ad hominem fallacy
Calvin!!

"YOU'RE FACE IS AN AD HOMINEM!!"
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Cognitive Biases

Introduced In 1972;

When human judgments differ from rational choices.

Explained as heuristics that are simple for the brain, but with
a systematic error.
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Wikipedia's complete (as of 2016) list of cognitive biases, beautifully arranged and designed
by John Manoogian Il (jm3). Categories and descriptions originally by Buster Benson.




Cognitive Biases

From Ambiguity effect:
The tendency to avoid options for which missing
information makes the probability seem "‘unknown”.

...1o Zero-risk bias:

Preference for reducing a small risk to zero over a
greater reduction in a larger risk.
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Post-purchase rationalization:

The tendency to persuade oneself through
rational argument that a purchase was good

value.
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Not invented here:
Aversion to contact with or use of products,

research, standards, or knowledge
developed outside a group.
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Experimenter's or expectation bias:

The tendency for experimenters to believe, certity,
and publish data that agree with their expectations

for the outcome of an experiment, and to
disbelieve, discard, or downgrade the

corresponding weightings for data that appear to

conflict with those expectations.
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Scientific Reasoning

Classical deduction rule:

1. Theory (when | throw a ball upwards, it falls

down);
2. Fact (I throw a ball upwards);
3. Conclusion (the ball will fall down).

Modus Ponens; From A and A=DB, B

universite
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Not all inferences are deductive:
Inductive reasoning

« The first 5 eggs in the box were rotten;

’. PR « All the eggs in the box have the same
i best-before date stamped on them;

« Conclusion: The 6th egg will be rotten.
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Induction is Not Safe

conclusion could be wrong.

reasoning BUT...
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The 6th egg may not be rotten. ne

Deduction should be preferred in scientitic

.




Research Method

1. Observation and Formulation of a question

2. Hypothesis: conjecture that may explain the observed

behavior

3. Prediction: predicting the outcomes of the hypothesis

4. Testing: testing the predictions experimentally
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-xample

1. Observe swans:

2. Observations: Swan #1 is white, swan #2 is white, etc.

3. Generalized theory: All swans are white
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-xample (cont.)

There are also black swans!
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Conclusions from the Example

The set of observations is important.

We cannot prove a general theory, there is only

evidence.

However, we can prove that a theory is wrong.
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Popper's Falsificationism

Because truth cannot be proven, a theory must be

at least falsifiable:

Scientists should try to falsity their theories;

A theory is more evident when passing more

falsification trials.
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—alsifiable”

A valuable theory predicts observations.

It a prediction is in conflict with the real
observation, then the theory fails.

Hence, the theory cannot be true anymore.
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In Practice...

 Most scientists are not interested In

showing that a certain theory is talse;

* They want to convince people about their

theory;

« Falsitying theories does not seem a
constructive task.
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Other Problems with Falsificationism

Some statements, like:

'For every metal, there is a temperature at
which it will melt”

cannot be falsified.
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Let's Go Back to Induction

Induction has problems;

HOWEVER, it is very successful (in science and

daily life):

Just be careful:
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Other Problems with Induction

Philosopher David Hume (1711-1776) noted that:

Use of induction cannot be rationally justified:;

Induction relies on the "Uniformity of

assumption: "The nature today is the same as in the

past’, but

this assumption cannot be proven.
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Nelson Goodman: The New Riddle of Induction

Defines "grue’: Something is grue if and
only if it has been observed to be green
before a certain time t and blue after that
time.

All emeralds we have ever seen are green,
but also "grue”.

— (Given the observations of a lot of green emeralds, one would
inductively infer that all emeralds are green.

— Given the same set of observations of green emeralds, someone using
the predicate "grue” will inductively infer that all emeralds, which will be

observed after t, will be blue.
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Inference to the Best Explanation

Example:

 The cheese has disappeared from the larder, apart from
a few crumbs;

* Noises were heard coming from the larder last night.

Who ate the cheese?
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Possible

universite
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-Xplanations

Mouse hypothesis:
Mice love cheese:;

Mice make scratching noises.

Maid hypothesis:

Maid likes cheese;

Maid left crumbs to accuse the mice:
The heater made the noises.

.




Occam's Razor

The mouse hypothesis is better because it requires

only one cause.
Also often used in science.

How do we know that the universe can be
described using simple models?
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Probabilities and Induction

A probability is a function that assigns a number between
zero and one to each sentence in a language.

It 4 is a sentence then:

e 0<PUA)<T,

« |f 4 and B are logically incompatible then
P(A or B) = P(A) + P(B)

* If A is logically necessary then P(4) = 1.
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Conditional Probability

Conditional probability P(B | 4) for pairs A, B of

sentences:

If P(4) > 0 then P(B| A) = P(4 and B) / P(4) .
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Independence

Sentences 4, B are said to be independent if

P(A and B) = P(4) P(B) .
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P(H | D) < P(D | H)P(H)

e

posterior: new
probability for the
hypothesis
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Bayes Theorem (simplified)

|

prior: probability
before collecting data

likelihood: impact of the
data on the hypothesis

.




Bayes
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heorem
P(H | D) = P(DZ’DZ)))P(H)
P(D) = ZP(D |




-xample

Hypothesis Hy Hypothesis H,
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-xample

Hypothesis Hy Hypothesis H,

P(D | Hg)P(Hp)

P(Hp | D) = P(D|Hg)P(Hg)+ P(D | Hyw)P(Hw)
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Hypothesis H,  Hypothesis H),
P(Hp) = P(Hw) =0.5

Draw #1: White O

P(D | Hp)P(Hp)
(D | Hg)P(Hg) + P(D | Hw)P(Hw)

P(HB\D):P

P(White | Hg)P(H
P(Hp | White) = (White | Hp)P(Hop)
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e

Hypothesis H,  Hypothesis H),
P(White | Hg)P(Hp)

P(Hp | White) = P(White | Hp)P(Hp) + P(White | Hw ) P(Hw )

P(White | Hg) = ?
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Hypothesis H,  Hypothesis Hy,
P(Hg) = P(Hy) = 0.5

o White] P(White | Hg)P(Hp)
(H5 | 16)_P(White]HB)P(HB)+P(White|HW)P(HW)

P(White | Hp) = ~ = 0.25

S QO |

P(White | Hy) = = = 0.75

0.25 x 0.5
. P(Hp | White) = - 0.25&
wniversive DB | White) = Gor e s




Hypothesis H,  Hypothesis Hy,
P(Hgp) =0.25, P(Hw) = 0.75

Draw #2: Blue @

P(Blue ’ HB)P(HB)

P(Hp | Blue) =

0.75 x 0.25
_ — 0.50
PUHp | Blue) = G 95 + 0.95 % 0.75
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__draw | outcome | PlHsID)

1 White 0.25

2 Blue 0.5

3 White 0.25

4 Blue 0.5

5 Blue 0.75

6 Blue 0.9

7 Blue 0.964..
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Let say we have a blood test for some rare
disease which occurs by chance in 1 in every
100 000 people.

s

if a patient has the disease, it will correctly say
so with probability 0.95;

If a patient does not have the disease, the test
will wrongly say that he does with probabillity
0.005

If the test says a patient has the disease, what
IS the probability that this is a correct
diagnosis?
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Let say we have a blood test for some rare
disease which occurs by chance in 1 in every

100 000 people.

 if a patient has the disease, it will correctly
say so with probability 0.95;

 If a patient does not have the disease, the
test will wrongly say that he does with
probability 0.005

If the test says a patient has the disease, what
IS the probability that this is a correct
diagnosis?
P(D | Hp)P(Hp)
(D | Hp)P(Hp)+ P(D | Hy)P(Hw) q

P(Positive | Disease) P(Disease)
P(Positive | Disease) P(Disease) + P(Positive | No Disease) P(No Disease)|

P(HB|D):P

P(Disease | Positive) =




« Disease occursin 1 in every 100 000 people;

« if a patient has the disease, it will correctly say so with
probability 0.95;

« |f a patient does not have the disease, the test will wrongly
say that he does with probability 0.005

P(Positive | Disease) P(Disease)

P(Di Positi =
(Disease | Positive) P(Positive | Disease) P(Disease) + P(Positive | No Disease) P(No Disease)
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« Disease occursin 1 in every 100 000 people;

« if a patient has the disease, it will correctly say so with
probability 0.95;

 |f a patient does not have the disease, the test will wrongly
say that he does with probability 0.005

P(Positive | Disease) P(Disease)

P(Di Positi =
(Disease | Positive) P(Positive | Disease) P(Disease) + P(Positive | No Disease) P(No Disease)

P(Disease) = 0.00001
P(Positive | Disease) = 0.95
P(Positive | No Disease) = 0.005

0.95 x 0.00001
(D Positive) — — 0.002
(Disease | Positive) = 55e= 550001 1 0.005 x 0.99999
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Let's assume that
the probabilities of boys and girls are equal, and
the gender of each child is an independent factor.

Suppose Mr and Mrs Smith have two children, one of whom
is a girl. What is the probability that the other child is a girl?
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Let's assume that
« the probabilities of boys and girls are equal, and

« the gender of each child is an independent tactor.

Suppose Mr and Mrs Smith have two children, one of whom
is a girl. What is the probability that the other is a girl?

Four possibilities for the 2 children:

boy&boy, boy&girl, girl&boy, girl&girl
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Let's assume that
« the probabilities of boys and girls are equal, and

« the gender of each child is an independent tactor.

Suppose Mr and Mrs Smith have two children, one of whom
is a girl. What is the probability that the other is a girl?

Four possibilities for the 2 children:

W boy&girl, girl&boy, girl&girl
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Let's assume that
« the probabilities of boys and girls are equal, and
« the gender of each child is an independent tactor.

Suppose Mr and Mrs Smith have two children, one of whom
is a girl. What is the probability that the other is a girl?

Four possibilities for the 2 children:

W boy&girl, girl&boy, girl&girl

Probability that the other child is a girl: 1/3 !
universite
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Why Our Intuition |s So Bad?

The question could also be written as:

For a family with two children, what is the

probability that the other child is a girl, when one is

a qgirl?

P(X when Y) is not defined;

Does it correspond to P(X | Y), P(Y | X), or P(Y and

X)?
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DNA Profiles

The 'match probability' is the probability is the
probabillity that an individual's DNA will match the
crime sample, given that he or she is innocent.

What really matters is:

What is the probability that the suspect is innocent,
given a DNA match?
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Why We Make

Expected Value = (Odd of Gain)x(Value of Gain)

Bad

Decisions

Why We Make Bad Decisions, Dan Gilbert, TED talk.
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http://win.ua.ac.be/~sdemey/Tutorial_ResearchMethods/
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